Intelligent Plagiarism as a Misconduct in Academic Integrity
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Scientific research is based on the assumption of academic integrity and respect for ethical principles. However, plagiarism and other forms of misconduct have become problems that undermine the credibility of the scientific community. This has led to increasing awareness and attention to these topics nowadays.

Plagiarism is a grave breach of academic and scientific ethics, involving the misappropriation, whether intentional or not, of another’s idea or work without proper citation of the original source.1 It manifests in various forms and degrees of severity: from replicating small excerpts without citation, to the practice of ‘salami publishing’ – where a substantial work is dissected into smaller pieces for publication in different journals as distinct articles or outcomes. Incorrect bibliographic references, publication biases, and even publishing entire articles resulting from self-plagiarism or outright duplication are other forms.2 It is essential to note that non-literal plagiarism, or the practice of rephrasing ideas in an indirect manner without attribution, is also considered unethical.

Scientific journals play a vital role in the detection and sanction of plagiarism: editorial offices have traditionally essentially relied upon chance detection by reviewers or editors to discover that submitted work had been previously published. Now, due to efficient search engines, online publishing, and software algorithms, journals increasingly use software that can efficiently scan thousands of manuscripts in seconds and match the submitted text to already published text.

However, the emergence of advanced plagiarism masking techniques such as the use of automatic translators, the replacement of words and sentences, the use of manipulated or falsified images and diagrams, and even the purchase and sale of scientific publications through commercial services (paper mills) has become a worrying future trend. Technological advances and easy access to information have increased the opportunities for plagiarism through even more sophisticated and subtle methods. These include the use of pre-trained intelligent generative transformers or writing tools that enable automatic ‘completion’ of documents.4

On the one hand, we find Natural Language Processing (NLP) models that, among other things (virtual assistants, automated translation, analysis of feelings, grammar correction, automatic summarisation, semantic search...) create texts with Artificial Intelligence (AI). These models are focused on processing and understanding human language with the help of technologies that use algorithms to analyse, understand and produce texts. Regarding the latter5 it is unlikely that traditional plagiarism checkers can be used to detect this form of cheating, as the NLP model generates a unique AI-generated response instead of copying an existing one.

On the other hand, artificial intelligence (AI) covers a broader field than just language processing and understanding, because it is developed through systems and machines that can perform tasks that require human intelligence, which has been an unprecedented development in recent months, particularly since the launch of AI chatbots in November 2022 and of ChatGPT (GPT - Generative Pretrained Transformer) in 2018. These programs were developed by the company OpenAI, which made a tool that is easy to understand and use available to society. Consequently, numerous authors are currently focused on providing their insights regarding its applications:

- AI can be a useful tool in academic writing, helping to organize material, edit and/or revise, solve problems, make decisions, and learn independently.6
- These types of technologies are leading to a post-plagiarism era where people and technology co-author texts, resulting in a human-technology hybrid.7
- In this sense, such applications cannot be included in the authorship when writing publications, but their use could be explained in the introduction, merits, or acknowledgments, as being responsible for the scientific results. In this
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sense, AI chatbots are not human and, therefore, in the current legal system, a text automatically generated by an AI chatbot cannot be a copyrightable work. Journals such as Nature and Science have expressed the view that these tools cannot be given authorship credits. However, there are already publications where GPT is listed as an author.

We could be talking in this case about intelligent plagiarism, understood, in the words of the undersigned authors as the act of using AI and big data to generate texts automatically, but without using the appropriate data sources. In other words, using AI text generation capabilities to create content that appears to be original, but is actually based on copying and adapting existing material without acknowledging proper sources. Intelligent plagiarism involves the fraudulent use of technology and can be considered the misuse of knowledge or ideas. Artificial intelligence can train itself by sourcing large amounts of data and learning to produce coherent texts, but that does not justify the unethical use of technology to plagiarize or credit other people’s intellectual work.

In principle, the use of AI tools should not, a priori, be considered any kind of academic dishonesty or abuse, but what it can cause depends more on how the tool is used. An example is using AI tools to automatically generate parts or even an entire scientific article without properly identifying the original authorship. This may include the creation of separate sections such as introduction, methods, results, and conclusions without actual authorship input, which would undermine academic integrity and violate ethical principles of research and dishonest behavior in the publication of scientific articles.

There is currently an open debate surrounding the need and implications of adopting this type of technology in research and in society in general. The discussion revolves around whether researchers should avoid using this technology or exercise caution in its use, particularly in the context of training future research personnel. In this regard, the Committee on Learning and Teaching of the European University Association recently published a document with key points on the impact of AI tools in higher education and responsible use, where it is pointed out that any attempt to ban AI would be futile and that the higher education sector must adapt its approaches in such a way that AI is used effectively and appropriately. While there are several shortcomings associated with the use of AI such as lack of references to information sources, biases in data and algorithms, intellectual property and copyright, or issues related to privacy, data security, and fairness, there are also numerous potential benefits for academic work, including greater efficiency, personalized learning, and new ways of working.

The application of these systems based on chatbots has challenges and limitations related to ethics, whereby awareness, sustainability, and continuous adaptation to the development of these systems will become an emergency situation. It is important to note that the dishonest use of AI in the development of a research paper goes against the basic ethical principles of research such as honesty, transparency, and due attribution. Such practices can damage the credibility of science and undermine faith in scientific progress.
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